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Abstract. Repositories for scientific and scholarly data are valuable re-
sources to share, search, and reuse data by the community. Such reposi-
tories are essential in data-driven research based on experimental data.
In this paper we focus on the case of combustion kinetic modeling, where
the goal is to design models typically validated by means of comparisons
with a large number of experiments.
In this paper, we discuss new requirements emerging from the analysis
of an existing data collection prototype and its associated services. New
requirements, elaborated in the paper, include the acquisition of new
experiments, the automatic discovery of new sources, semantic explo-
ration of information and multi-source integration, the selection of data
for model validation.
These new requirements set the need for a new representation of scientific
data and associated metadata. This paper describes the scenario, the
requirements and outlines an initial architecture to support them.
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eling

1 Introduction

The collection of experimental data for scientific research is becoming more and
more important for the validation of the research results. One of the current
goals is also the ability and effectiveness of sharing experimental data among
researchers, in order to increase their quality and reproducibility and to derive
and validate new research results.

In particular, in this paper we focus on experimental data in the combustion
domain, and in particular in chemical kinetics, where a number of initiatives have
been developed to collect experimental data in a systematic way, to be shared in
the research community. Recent developments of experimental data repositories
for chemical kinetics (e.g., ReSpecTh [4], CloudFlame [2], ChemKED [1], PrIMe



[3]) aim to collect and store the increasing number of basic and complex ex-
perimental measurements of reacting and non-reacting combustion phenomena
(or properties) in more efficient machine-readable formats (e.g. XML, YAML
etc.). In parallel, EU-funded projects are pursuing the challenging goal of defin-
ing community data reporting standards3 to overcome instances of incomplete,
inaccurate, or ambiguous descriptions of fundamental data, both in the past and
in the recent scientific literature.

The urgent need of improving the infrastructure supporting the reuse of
scholarly data has been highlighted in literature. To facilitate this effort, general
guidelines have been proposed for creating and managing repositories, like the
FAIRness [30] (being findable, accessible, interoperable and reusable) or the
“pyramid” of needs for data management that span from being simply saved to
being shared to ultimately being trusted [12].

On top of these needs for data, new analytics requirements arise. The new re-
quirements are mainly related to the semantics of data. Taking into consideration
the semantics of the stored data, necessary to improve tasks like acquisition, ex-
ploration and validation, brings new challenges. For example, “this necessitates
machines to be capable of autonomously and appropriately acting when faced
with the wide range of types, formats, and access-mechanisms/protocols that
will be encountered during their self-guided exploration” [30].

If a scientific repository with its basic tools for import/export can improve the
efficiency of many tasks, like structurally retrieving certain experiment types, on
the other side taking into account the semantics allow improving the effectiveness
of data management. For example, many different functionalities that can exploit
the scientific information conveyed by data and evaluate it not only for the
quality of the available data/information itself, but with respect to the available
models for that particular scientific experiment described by those data.

Others emerging requirements are arising in terms of the ability of retriev-
ing data in an exploratory way [13, 28, 14]. This involves searching non obvious
relations among data exploring possible research directions, and being able to
assess the quality of the retrieved information.

The goal of the present paper is to discuss on new requirements emerging
from the development and use of existing repositories of experimental data in
the domain of kinetic modeling of chemical processes such as combustion [21,
27]. While these new requirements are investigated in this specific domain, they
are general and may be extended to many other fields in the wider domain of
scientific experimentation.

The paper is structured as follows. Section 2 introduces the domain present-
ing the scenario, Section 3 presents the emerging requirements and Section 4
sketches an architecture to support them.

3 http://www.smartcats.eu/wg4/task-force/



2 Scenario

Combustion kinetic modelling has been driving the development of more effi-
cient fuels and combustion technologies (e.g. internal combustion engines, gas
turbines, industrial furnaces etc.) for the last 30 years. As a matter of fact,
chemical kinetics determines the reactivity of a given fuel or a fuel mixture;
thus, a better understanding of the effects of a specific chemical compound on
combustion performances and emissions allows the tailoring of a fuel or a fuel
blend for an existing infrastructure or vice versa [5].

The Chemical Reaction Engineering and Chemical Kinetics (CRECK) re-
search group at Politecnico di Milano deals on a daily basis with the development
and update of such kinetic models.

The development and update of reliable kinetic models is a rather challenging
task, directly reflecting the intrinsic complexity of combustion phenomena, and
is one of the fields of research of the CRECK modeling group4. Such models typ-
ically involve ∼ 102−103 chemical species connected by a network of ∼ 103−104

elementary reaction steps. Moreover, a combustion kinetic model hierarchically
develops from small chemical species (e.g. hydrogen, methane, etc.) up to heavier
compounds typically found in commercial fuels (gasoline, diesel and jet fuels).
For this reason, any modification in the core mechanism significantly propagates
its effects to heavier species making continuous revisions and updates mandatory
to preserve the reliability of the model.

From an operational perspective, the iterative validation of such models (Fig-
ure 1) strongly relies on extensive comparisons of results from numerical sim-
ulations with an enormous number of experimental data covering conditions of
interest for real combustion devices. The key step in such procedure consists in
the objective and automatic assessment of model performances, properly tak-
ing into account experimental uncertainties, and avoiding time consuming and
unsustainable qualitative comparisons. Analysis tools (e.g., sensitivity analy-
sis) allow highlighting relevant model parameters and drive their refinement by
means of more accurate estimation methods.

Many different tools have been developed within the CRECK research ac-
tivity. The OpenSMOKE++ [10] code is used to perform kinetic simulations
of typical facilities such as jet stirred and flow reactors, 1D-2D laminar flames,
shock tubes and rapid compression machines. The variables of interest are typ-
ically ignition delay times or laminar flame speeds of fuel/oxidizer mixtures,
fuel consumption, intermediate and product species formation/disappearance at
specific conditions of temperature (T) and pressure (p). Experimental measure-
ments, typically stored in ASCII, CSV, XML formats on remote servers are
compared to outputs from numerical simulations.

Beyond classical graphical comparisons (i.e., those typically reported in pub-
lications) the “Curve Matching approach” [6] allows for an objective, quanti-
tative and automatic evaluation of model capability of predicting the variables
of interest. If the model provides satisfactory agreement, subsequent steps of

4 http://creckmodeling.chem.polimi.it/



Fig. 1. Standard development, validation and refinement procedure of a chemical ki-
netic model for combustion applications.

optimization and reduction [26] make the model suitable for large scale compu-
tations of interest for industry. On the contrary, if the model shows deviations
outside of the experimental uncertainties, relevant pathways can be identified
by means of analysis tools and model parameters are further refined with better
estimates. Indeed, the recent developments coupling high performance comput-
ing and theoretical chemistry allow the automatic generation of highly accurate
parameters [8].

While the efficient integration of the above tools in a fully automatized system
is one of today’s challenges in kinetic modelling [18], efficient and smart data
collection, formatting, analysis, conversion and storage is the new frontier for
the domain.

The exponential growth in the number and complexity of scientific infor-
mation in the combustion community (experimental data, models, theoretical
investigations etc.) and the improved accuracy of experimental techniques and
theoretical methods can be beneficial at best only if coupled with extremely
efficient tools for acquiring, storing and analyzing of such information, thereof
allowing real advances in knowledge.

Several initiatives to enable effective and structured data collection of exper-
imental data for combustion science are available in the literature at present.
Starting from the pioneering work of M. Frenklach and co-workers develop-
ing the PrIMe [15, 3] database which is still under continuous update at DLR



Stuttgart, the ReSpecTh repository largely improved and extended the previous
approach by means of a more flexible, detailed and user-friendly structure [4,
27]. At present ReSpecTh collects into XML files ∼ 104 datasets (∼ 105 data
points) of relevance for the validation of combustion models. Despite the total
number of combustion experiments is difficult to estimate, the extent of this
collection is expected to increase more than linearly in the years to come. Ad-
ditional data repositories such as ChemKED (Oregon State/Connecticut) [1, 29]
and CloudFlame (KAUST) [2] further extended the interest in better structuring
experimental information and increased the number of experimental data sys-
tematically collected through machine readable formats. Interestingly, the COST
Action CM 1404 (SMARTCATs)5 established a task force of scientist aiming at
defining standards for data collection, allowing easy and effective coupling with
the above systems.

On top of the reference repositories mentioned above, one should consider a
similar amount of experimental information stored in a less structured format
into many institutional servers belonging to experimental or modelling groups
working in the field of combustion. As an example, the CRECK repository, which
is taken as the basis for defining the requirements illustrated in this paper, is the
result of data collection in ∼ 30 years of research efforts in modelling combustion
phenomena. While the previous less systematic approach to data management re-
lied on manual extraction and classification into spreadsheets or ASCII/txt files,
a more accurate and very recent implementation relies on a relational database
(MySQL) [21] with a structured interface for extracting experiments, and a col-
lection of related files. In its “beta” version it contains references to 30 scientific
papers and their associated experimental data (∼ 60 datasets and ∼ 1000 data
points). This tool is interoperable with the ReSpecTh repository and coupled
with the OpenSMOKE++ suite of programs [10] for numerical replication of
experimental data aiming at combustion models validation.

3 Dynamic analysis requirements

Starting from the scenario described in the previous Section and wishes described
in Section 1, a set of requirements has been formulated.

The goal of these requirements is to enhance the efficiency and the effective-
ness of data management for this context.

Different analysis can be performed on the collected data, independently
from one another. The analysis requirements are presented and discussed in the
following paragraphs.

3.1 Continuous multi-source integration

The need for a continuous multi-source integration comes from the variability of
the information sources, which could vary over time and cannot, therefore, be
presumed a priori. This integration has many facets, most notably:

5 http://www.smartcats.eu/



– The format of the data, which could vary.
– The semantic, since the same concepts could be described differently in dif-

ferent sources and datasets. This requires an ontology-based semantic layer
— which is dynamic itself — and a conceptualization of the information
already stored.

– The information conveyed by the data, which can be related to different
types of experiments and settings and can largely vary in terms of accuracy,
precision and coverage, from experimental uncertainty, parameters needed
for correct simulations and/or replicability of the same measurement.

A continuous management of the already-acquired information is necessary
in order to update data already stored according to new requirements for the
analysis. The need for updates is also related to the information quality (IQ)
management: as new data and metadata are acquired or generated through pro-
cessing, the IQ — with each single dimension that defines it — evolves. Therefore,
for example, the data associated to an experiment may have a certain accuracy
(which impacts on the overall quality), but further acquired information and/or
processing can improve it without changes in the data itself. Moreover, complex
data not only are characterized by objects which change over time, enriching
their information, but also by explicit (complex networks) or implicit (articu-
lated objects) relationships of interdependencies among objects. The IQ of such
articulated objects is a function of the information quality of the sub-objects and
of the other objects for which a relationship exists. Indeed, besides managing the
quality of raw data, which is a problem addressed in the literature, the focus is
on introducing the management of the quality of complex information through
their relationship. Such cases are typically characterized by context-dependent
information and these dependencies are in general not simply additive. For ex-
ample, there could be “partial views” expressed by sub-entities which bring to
a meaningful information only when combined.

An open issue is represented by the lack of a complete domain ontology. To
face this challenge, a solution could be the automatic generation of ontologi-
cal relationships based on the acquired data and data mining techniques. For
example, finding synonyms for the same entities starting from papers text [16]
or attributes related to an experiment through clustering and other machine
learning techniques on the data available.

3.2 Dynamic acquisition

The requirement for the system is to continuously “find” and integrate new data
automatically. This can be accomplished by a dynamic acquisition driven by the
already stored data. The goal is to (potentially) enhance the IQ of the already
stored data by finding new information about them or new related data (for
example, new experiments for a stored model).

Given the continuous validation performed on the stored information, the
acquisition ultimately aims at better assessing the IQ and in general enhancing
the data coverage.



This is accomplished by extending the concept of “focused crawling” [31].
The best predicate for querying, in general, changes over time and depends on a
background knowledge. Acquired data can drive the acquisition of new data in a
virtuous cycle. The background knowledge is certainly composed by the already
acquired information, but also by the list of preceding queries and their results.
Indeed, when acquiring data from unreliable sources it is not possible to make
strong assumptions about them and an exploratory approach must be employed
(see the discussion in Subsection 3.4).

Since the goal is to acquire as much information as possible, different source
types must be taken into account. In particular, there are structured and un-
structured source types. While the first include repositories or manual inputs
and are handled mainly through the integration process illustrated in Subsec-
tion 3.1, the second includes valuable sources like papers and web pages without
or with little structured information. This requires to extract information from
unstructured text and images, using mining techniques (e.g. [11, 23]) and image
analysis (e.g. [20]). Semi-automatic techniques can also be employed (e.g. [17]).

3.3 Continuous validation

The process of continuous validation entails the matching of already stored in-
formation with new information as it is acquired.

This requirement mainly comes from the need of validating models and ex-
perimental data, one respect to the others through curve matching techniques, as
described in Section 2, but could be extended also to validations based on other
kinds of data and metadata, e.g., authors, experiment types, and information
quality.

Validation is performed through cross-comparisons which require efficient
means of extracting the right data, comparing them taking into account the
differences and the lacks that could exist in their representations and enriching
the entities (models, experimental data, etc.) with the results.

This is a continuous process: for example, a model must be tested against
new experimental data as they become available over time and therefore the
validity of the model itself evolves over time.

Validating means also verifying data and models. However, there are many
different situations that must be handled. For example:

– There could be a set of models that fails in a particular condition because
there are no data for that condition and therefore new data should drive the
refinement of models (“experimental design”).

– There could be data for an experiment that is not congruent with other data
for the same experiment and therefore should be repeated and verified.

– There could be that all models fail for an experiment because they are
ignoring something. In this case the experiment is correct and instead the
models should be improved.



3.4 Data exploration

Articulated (meta)data can provide support for interactive and evolving data
exploration [13].

This has to do with the need of automatically or manually querying for
information which are in general incomplete, heterogeneous or may not exist at
all.

In particular, manual interventions are key to maintain an overall high IQ
resolving conflicts and enriching domain knowledge, and they need to be sup-
ported by effective query techniques. These include summarization [9], result
refinement, iterative exploration [28] and a top-k query processing environment
[25], thus improving the returned “manageable” results.

4 Proposed architecture

After listing the analysis requirements in Section 3, this section outlines an initial
architecture to support them, focusing on architectural requirements.

The main components are sketched in Figure 2.

Multi-source 
integration

Dynamic 
acquisition 

Continuous 
validation

Data 
exploration

Stored 
data

Infrastructure management Analysis tools

Curve 
matching

Platform

Input and output

Quality 
management
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(XML, JSON, 

CSV, etc.)

Extraction and preprocessing

Fig. 2. Sketch of an initial architecture for the infrastructure.

A service-based approach has two advantages: the integration of legacy com-
ponents with new components and the autonomous development of each of the
services. Analysis tools need to be wrapped in services uniforming their interfaces
to interact with infrastructure management components.

All the services access a common database. The database should optimize
the functionalities of the components.



This can be obtained first of all selecting knowledge graph as conceptual-
modeling. RDF allows to model relationships among objects, necessary for mod-
eling interdependencies among entities (required by the continuous multi-source
integration) and for data exploration — also through faceted search [22] — which
is key in all the requirements. Semantic graphs can also be exploited for min-
ing activities [22] and to model varying precision and accuracy. Graph modeling
can be accomplished through a graph database [19] or via mappings that enable
graph reasonings over traditional relational databases [7, 24].

Another important requisite for the database is indexing to efficiently search
and retrieve data based on the patterns of the acquisition/validation/exploration
cycle and the metadata. For example, to validate an experiment, all the models
for that particular experiment should be retrieved. This is also related to top-k
query processing for data exploration.

Latency should be limited by parallelizing and putting in background tasks
which not require to be responsive.

Finally, given the variety of existing formats and standards, the import/export
interfaces should provide conversion tools.

5 Concluding remarks

The effective integration of data science in current approaches and techniques
for science and engineering is one of todays societal challenges, potentially al-
lowing rapid and extremely significant technological advancements. Despite the
generality of this perspective, this work focused on the well defined domain of
combustion science, typically dealing with the investigation and development of
new, cleaner and more efficient combustion technologies (i.e. fuel and engines).
Even though a consistent delay exists compared to other industrial or research
areas (e.g., pharmaceutics, organic chemistry etc.), recent implementation of
data repositories specifically conceived for combustion kinetic modelling activ-
ities [29, 3, 2, 4], ongoing initiatives within the community and incentives from
the EU, further encourage the activity outlined in this work. After a qualita-
tive analysis of the domain, requirements for the dynamic analysis of the large
amount of information available have been discussed, focusing on the continuous
multi-source integration, the dynamic acquisition, the continuous validation and
data exploration, with the related issues. Finally, a preliminary architecture has
been defined, setting the basis for its implementation, extension and refinements
in future activities.
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